\ CALCULATORS TO COMPUTERS

Wavs of thinking about and dealing with num-
vers refiect the cultures and thinking patterns
ot different civilizations. Earlv number svs-
tems used mechanical calculators such as the
abacus, & frame of wires on which catculi
(pebbles) are slid to perform number combma-
uons. Abouia.D. 800, the Arab al-Khowar-
1zmz wrote a book using the decimal notation,
based on the number of our digits (fingers, n
Latin).

In the aclive commerce of the Middle
Ages, buying and selling made 1t necessary to
couni and cziculate quickly, and various
counting svstems deveioped. The new melh-
ods were neither -moere rapid nor more accu-
rate than the abacus they repiaced, but they
arc umportant - understanding the deveiop-
ment of mathematics,

The first big sicp loward the compuier
was taken m 1642 by a 19-vear-old French-
man, Blaise Pascal, a mathematical gemus
with an tnventive mind. He devised 2n adding
machine consisting of ten numbered wheels
linked by gears—the first simple digitai catou-
iating machine,

Gotifried Wilhelm Lcibnitz, a 25-vear-
old German mathematician, nvenied the
siepped wheel in 1671 and expanded on Pas-
cal’s machine. Two hundred vears later the
Swedish cngmeer Odhner :nvented his pin-
wheel mechanism and developed the fast and

dependable mechanicai disk calculator still
widely. used throughout,the world. '

in 1812, Chartes Babbage, an Englzsh
mathematician, then 20 vears old, concervéda’
mechameal Difference Engine to perform rou-
une calculations. Although Babbage's destgns’
were praciicable, the technoiogy of his dav did:
net permit the construction .of the preciss
mechanisms he devised and his machine was
never completed.

101833, Babbage mvented his Analviical
Engine, the firsi unrversal digitat compuier. it
detailed designs he described a machine tha
would accept data on punched cards and, b
combining the processes ot arithmetic and.
logie, perform anv calculation., ’

Engmeers had grown accustomed to ore
aling circuts with a minimum of active com-*
ponenis because transisiors and diodes wer
relatively more, expensive than passive rests
tors and capaciters. However, the mveniio
of the mtegrated circwt changed their way of
thinking; active devices were both smaller and
simpler to put on an IC chip than passive comt:
ponents. Digital computations, emploving the
base 2, required many more components than
decimal devices, Digital computers became
pracucal after 1970, when the low cost and.
high densiiv of integrated circuiis made 1t pos-
sible to design with & large number of compo
nents,
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The music on a phonograph record is preserved as & greove that guides a neadle
whose motion changes w amplitude and frequency as the record turns; thesc
confinuous or analog signals can take any vaiue in a wide range of values. Bv
contrast, the music on a compast disk 15 preserved as a pattern of flat areas and
hotes thai either reflect light or do not; these discrete or digitat signals are pro-
ceased by cireulis made up of electronic switches that are either on or off. A major
virtue of elecirenic circuiis s the ease and speed with which digital signals can be
processed, and the use of such signals in control, computation, anc Communica-
tion 15 the most rapidly developing aspeci of ciectronic engineering.

To process informanon 1n digital form we need special circusts, and for the
efficient design of digital circuits we use a special numbering svsiem and a special
algebra. The circwts must provide for stormg insiructions and data, receiving new
data, performing calcuiations, making decisions, and commumcating the results,
For example, an auiomatic airline reservatwon svstem must receive and siore
informaiion from the airline regarding the number of scais available on flights all
over the world, respond to inquities from iravei agents across the couniry, sub-
tract the number of seats requested from the number available or add the numper
of seats canceled, handle 50 or so requests per minute, and keep no one waiting
more than a miruie.

information processing is an importani compenent of all branches of engi-
neering and science. Aeronautical and chenical engineers may be designing auto-
matte conirol systems. Civil and indusirial engineers mayv be concerned with data
on traffic flow or product fow, Mechamcal engineets mav be desigmng ““smart”
tools or produets, Chenusts and medical doctors may be nleresied in automated
laboraiory analysis. Biologisis and physicists mav need remote conirol of: pre-
¢isely tumed cvents. Everyone engaged in experimental work or 1n management
can benefit from the new data processing techniques.

tn this chapter we begin our siudy of digital systems by learmung the basic
functions performed by decisicn-making elemenis and seewng how we can use
semiconductor devices m practical circuits, Then we look 8t basic memory ele-
menis and sée BOW we can coustruct them from bipoiar and MOS iransistors.
Tinally we examine more sophisticated memory elements with desirable operating
features. ‘

When vou have assimilated the material in this chapier, you will be able to
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identify the svmbol of each of the basic logic elements, know the function ji
performs, and predict the ouiput for given inputs. You will know how switche
decision-making, and memory devices operate 1k terms of the electrical benavior
of their electrome components. You will be able to analvze the {ogic behavior of
complex combinations of digital componenis. You will know how electromc log
devices are classified and how the various types compare i their electrical petfol
mance. You will be able io design circuits and specify componenis to perform
simple digital operations. tn the next chapter vou will learn 16 design the daf
processing circmiis and devices that are used in digital computers.

. Digital compuiers, automatic process controls, and instrumentation svsiems have:
the ability to take action m response o mput simuli and in accordance wit
wnstructions. in performing such functions, an informailon processing system fo
lows a certain logre; the elementary logic operations are described as ANP, OR
and NOT. Tiny electronic circuits consuming very littie power can perform suc
operations dependably, rapidly, and efficientiv.

LOGIC GATES

A lpgec gaie 15 a device that controls the flow of informanon, usually in the form o
pulses. First we consider pates emploving magneucallv operatee switches calle
retavs. If the switches are normallv open, thev close when miput signats 1 th
form of currenis are applied to the relav coils.

In Fig. 13.1a, the 1amp 15 turned on if switch A and switch B are closed; it
called an AND cireuit or AND gate. in Fig, [3.1b, the lamp 15 turned on if switch A
or switch B is closed or if both are closed; it 15 cailled an OR circuii. In Fig. 13.
the switch is :_:annected across the lamp. For an mput at C, the swatch 1s closed
shorting out the lamp, and there 15 rot an ouiput; the mput has been wwersed b
the NOT gate.

el

{n) AND gate
Figure 13.1 Gare circuits using relays.

(e) NOT gate
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b
In general:i there may be several inpuis and the cutput may be fed to several
other logic ciemlents. 1n a typical digital computer there are millions of such logie
elements. Although the first practical digital computer (the Harvard Mark 1, 1944)
emploved reiavs, the success of the modern compuier 18 due to our taking advan-
tage of the switching capability of semiconducior devices.

ELECTRONIC SWITCHING

In the gaies of Fig. 13.1, **data’” are represented by ON and QFF swiich positions
or by the corresponding presence or absence of voltages. How can diodes and
iransistors be used as switches? If theanput to the cireuii in Fig, 13.2a1s zero (i.e-,
if the input termimzals are shorted), the diode 1 forward biased, current flows
easily, and the output 15 a few tenths of 2 volt or approxumately zero. If the mput 15
5 ¥V or more, the diode is not forward biased, no diode cuirent fiows, and the
output 1s +3 V., The OFF—ON positions of this diode switch correspond fo output
voltage ievels near zero ang +3 V. Intermediate output voltages, such as 23V,
would be ambiguous and circwits are designed so that mfermediate voltages do not
appear.

Lnpdt Output

Output mpet

(a) Diodeswiich (b) Transistor switch {0) MOS IC switch () Veltage levels

Figure 13.2 Elementary semiconducior switching circuits.

1n the elemeniary transistor switch (Fig. 13.2b) with a zero mput, the base—
emuiter iunciion 1s reverse biased by — Vg across the voltage divider, the collector
current is very small, and the output 1s approximateiv +5 V. An inpui of +3 V
forward biases the base—emitter junction, a large collector current flows, and the
cltput is approximatety zere, This ciwcwmt is anaiogous to Fig. 13.1¢: the aput
signal is iverted,

The MOS transisior can operate as a binary switch controlled by changes in
gaie vollage. Because an MOS iransistor can also function as a resisior, the
arrangement of Fig. 13.2¢ 1s convenient n integrated cireurts, With the gate of the
upper or *'load”” transistor connected to the drain terminal, enhancement 1s high
and the resistance of the load is determined by the channel dimensions. With no
nput signal, thie lower or *‘driver”” transistor 1s OFF, there 1s no IR drop across
the load, and tjle output 15 approximateiv -5 V. A positive mput signal turns the
driver ON and'the output falls to nearlv zero.
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BASIC LOGIC QPERATIONS

To make our work with logic circwis easier, we use the conventional svmeols and
nomenclature developed by circuit designers and computer architects. Fach basi
logic operation 15 indicated by a symbe, and its funcizon 1s defined by a truth table
that shows all possible inpui combinations and the corresponding outputs. Logic
operations and variables are m boldface iype. Electronic circuits are drawn
sigle-line diagrams with the ground terminal omitted; all voltages are with g
spect to ground so that *no input’” means an mput terminal shorted to ground.
‘Two distinct voltage levels, separated by a forbidden region (Fig. 13.2d), eleciro
cally represent the binary numbers 1 and 0 corresponding to the TRUE and
FALSE of logic. -

AND GATE, The symbol for an AND gate 1s shown n Fig. 13.3a, where
A - Bisread “A AND B.” As mdicaied in the truth table, an ouiput appears only
when there are inputs at A AND B. If the inpuis in Fig. 13.3b are n the form o
positive voltage pulses (with respect to ground), inpuis at A and B turn off both
diodes, no current flows through the resistance, and there 1s a positive cutput (1
in general, there may be several input termunals, If anv one of the mputs 15 2810
(0), current flows through that forward-biased diode and the cutput 1s nearlv zero
(0). For iwo mputs varying with iime, & typicai response 1s shown 1n Fig. 13.3¢;

+5

L

(a) Symbol and truth table {b) Diode ceut
Figure 13.3 A two-input AMD gate.

{c) Typical response

OR GATE. The svmbol for an OR gate 13 shown in Fig. 13.4a, where A + B
1sread “*A QR B.” As indicated in the truth table, the outpui 15 1 if input A OR
mput B is 1. For no mpul (zero voltage) in Fig. 13.4b, no current flows, and the

Bo—pl— 1 onta

<
J:‘ A+B

=]
= -]

E

(a) Symbol and truth tsble {b} Diode circmt {c) Typieal responas

Figure 13.4 A two-input OR gate.

13-2 SWITCHING LOGIC 367

output 1s zero (b). Anmput of 45 V {1) at either termunal A or B or both (or at any
iermunal in the generai case) forward biases the corresponding diode, current
flows through the resisiance, and the ouipui voltage rises i¢ nearly 5 V (1}, For
two Inputs varving with time, the response 15 as shown.

NOT GATE. The inversion inherent i a transistor circuit corresponds to a
logic NOT represenied by the symbol in Fig. 13,58, where Aisread “NOT A" As
mdicated in the truth table, the NOT ¢lement 1s an moerter; the gutpnuf is the
complement of the single mnput. With no mput (), the transistor switch 1s held
open by the negative bias voltage and the output 18 +35 V (1). A posfiive mpui
voltage (1) forward biases the base—emitter junction, collector current flows, and
the oufput vollage drops io a few ienths of a voil (D). For a chanpng input, the
ouiput response 15 as shown.

AE

{a) Svmbel and truth table
Tigure 13.5 A transistor NOT gate.

(b)Y Transistor eircuit (2] Typical response

NOR GATE. in the diode OR gate of Fig. 13.4b, an input of +3 Vat A QR B
produces a voltage across R and a positive outpat voitage, But this outpui is tess
than the mput (by the diode veltage drop), and atter a few cascaded operations the
signai would decrease below a dependable tevel. A transisior supplied with +5V
can be used to restore the tevel as in Fig. 13.6b; nowever, the inherent inversion
results m 2 NOT QR or NOR cperation. The small circle on the NOR eiement
svmbol and the bar in the A + B ouiput :ndicaie 1he IMVersion process.

1n the NOR circuit with no wnput, the transistor switch 1s held QFF by the
negaitve bias voltage Vg and the output s +5 ¥ (1), An mput of +5 V at terminal
A or B raises the base potential, forward biases the base—emutter junction, turns

(p) Svemboland truth table (b) Electronie sircuit {e) Typical response

Figure 13.6 A diode-transistor NOR gate.
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the transistor switchl ON, and drops the output to nearlv zere (0). As we shall see
(p. 401), m addition to restonng the signal level, the transistor provides a rela-
tively low cuiput resistance so that this NOR element can supply mpuis to many-:
other gates. Another advaniage is that all the basic logic operaiions can be
achieved by using only NOR gates. :

The desired function 1s defined by the truth table of Fig.
13.8a. Comparing this with Fig. 13.7a, we sce that if cach
mput were mverted (replaced by iis compisment), the
NAND gaie would produce the desired resull as indicated in
the iruth table.

To provide simple inversion, We tte both terminals of &
NAMND gate fogether (the first and last rows of Fig. 13.7a).
The desired logic cireunt is shown n Fig. 13.8b.

Use NAND gates to torm a twe-mput OR
atc.

Exercise 13-1

(a} Form the iruth table 1or a NOR gate with the iwo input terminals tied together so
that A = B, What logic function 15 perlormed by this gate? "
(L) A logie circurt consists of a MOR gate with NOT gates inserted in each input line,
Draw the ciromi, form the truth table, and state the 1ogic function performed.

Answers: (a) NOT; (b) AND.

MAND GATE. Diodes and a iransistor can be combined to perform an
verted AND function. Such a NAND gate has all the advantages of a MOR gate and
15 very easv to fabricate, particulariv in IC form. In a complex logic sysiem, 1t L
convement 10 use just onc type of gate, even when simpler types would be satis
factory, so that gate characteristics are the same throughout the system.

The NAND gate function 1s defined by the truth table n Fig. 13.7. The small
coreie on the NAND element symbei and the bar on the A + B output mndicate th
mverston process. With positive inputs at A and B (1 AND 1), the mput diodes ar
reverse biased, and no wput current flows; the positive base current supplie
through Ry causes heavy collector current and the output ts approximatelv zero
(0}, If either A or B has a zero (0) input, at least one mput diode conducts &
ground, the vollage at pomt P is too low 1o supply base cusrent to the transistor
nienee no collector current flows, and the output 1s +3 V (1), For better separatio:
of voitage levels (see Fig. 13.2d), a second diode mav be placed in series with th
base of the transisior.

{a) Dresired function {b) NAND fealization

Figure 13.8 Using NAND gares to torm an QR gate.

We arrived at this relation bv considering the desired and available truth tables. A
“‘digital algebra”™ for the direct manipuiaton of such expressions 1s presented in
Chapter 14. First, bowever, ict us see how practical semiconductor logic elements
funcuon.

-3
LECTRONIC SWITCHES

Binary digital elements must respond to two-valued input signals and produce
Iwo-valued output signals. 1n praciice the “*values’ are actually ranges of values
separated by a forbidden region. The two discrete stafes may be provided electr1-
cally by switches, diodes, or transisiors. Magnetic cores in which the iwo states
are tepresented by opposite direciions of magnelization were used extensively 1n
enrly computers. Pureiv fluid switches are someiimes used in hvdraulic control
applications. 1n applications requiring high speed and flexibility, however, elec-
tromuc switches predeminaie.

(b) Electronic cireuit (c) Typical response

() Symbol and
truth table

Figure 13,7 A diode—transistor NAND gate.

CLASSIFICATION OF ELECTRONIC LOGIC

Electromg logle circuis are classified in terms of the componenis emploved. Basic
operations call be performed by dicde logic (DL), resisior-transistor logic (RTL}),
or disde—iransistor logie (IXTL). Currently popular are transistor—Lransistor logic
(TTL}, metal-oxide—seruconaucior (MOS) and compiementary MOS (CMOS),
and-enutter-coupled logic (ECL). in specifving a logic svstem, the designer selecis
the type of logic whose characteristics match the requirements.

1n Example 1 on p. 399, we sze that three NAND gates can be used to replac
an OR gate. The combinaiion of NAND gates 1s equivalent to an OR gaie in that
performs the same logic operanon. In digital nomenclature, the function f is:
defined by

f=A+B=AB
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the decision-making process. For this reason, along with these decision compo.

ble 13-1
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Analysis of 4 Memory Unii

nents we need memory COMponents to store instructions and results; the ouiput;
of such sequeniial circusts are affected by past mnputs as well as present. ;

Whai characiensiics are esseniial in a memory unit? A binary storage devici
must have two distinct states, and it must remain 1n one state until instructedtg’

change. It must change rapidly from one state to the other, and the state vaiue {

or 1) must be clearly evident. The bistabie multivibraior or flipflop, 2 sunpl
device that meets these requirements inexpensively and reliably, 15 used in g
types of digital data processing svstems.,

A LOGIC GATE MEMORY UNIT

First let us analvze a basic memory unti consisting of familiar logic gates. In th
NOR gate flip-flop of Fig. 13.21, the output of cach NOR gatc 13 fed back inio th

mput of the other gate. The operation 18 summarized in Table 13-1 where w
assume to start that Qy, the *'present™ value of the output @, at the time of th
“Action,” is 0 and inputs te the sef terminal § and the resef terninal R are both 0,

Value of Q at Input Qutput Values
Time of Action after Action
Action Qq $ R Q a Conclusion
Assume 0 0 0 i 0 This 13 a stable state
Apply 1t0 S 0 1 1] 0 i Unstable state; Q changes
&y becomes 1 i i 1] 1] 1 Stable
Remove 1 {rom S i 1] 0 0 i Stable state after SET
Apply 1 to § agamn 1 i 0 '] i No change in @
Remove 1 from § 1 ¢ 0 ¢ i Stable state after SET
Apply 1to R i 1] 1 1] 0 Unstable state; Q changes
@y becomes 0 0 0 1 i 0 Siable
Remove 1 from R [} 0 0 i ] Stable state after RESET
Apply 1 to both S 0 i 1 0 '] Unaceeptable; & cannoi
and R equal Q

(a) NOR gate realization {b} RS dflip~flop symbol
Figure 13.21 The flip-flop, 2 basic memory wmt.

Note that Q@ is normally meant to mean NOT @, but 1n the discussion of R
flip-flops @ is an ouipui independent of Q. 1t 15 named Q for the RS flip-flo
because under most circumstances 1is value 15 the same as NOT Q. For othei
memory ciements, @ always impiies NOT Q.

To SET the flip-flop, a 1is appiied to Soniy. For Gy = 0,0 =Gy + 5 =
and @ = R + @ = 1, the present state of the ouiput 1s Inconsisient with the (nput.
the sysiem 1s unsiable, and Q must flip. After Q changes, Q {the present state 0
Q) changes to 1, and @ becomes 1 + f = 0; hence @ = 0 + 0 = 1, a stab!
state. (ln this analvsis, keep n mnd that i either input to a NOR gate 15 1, 18
ouiput 15 0.) Removing the mpuf from S causes no change. We conciude thal
Q = 1and Q = 0 is the stable state atter bemg SET. Applying another mput t0.
produces no change. D

To RESET the flip-flop, a 1 is applied to R oaly. This results m an unstabl
system and G must flop to 0. (You should perform the detailed analvsis.) A chang
m Q, to 0 produces a stable output @ = 0. Removing the mput to R or applyl
another 1pui to R produces no change. We conclude that @ = 0 and Q = 1 is th
stable state after being RESET,

Note that onlv a momeniary inpul s required to produce a complete trans?
tion; this means that very short pulses can be used for tnggering, Attempting

SET and RESET simultancously would create an ambiguous state with both @ and
Q = 0. This statec ambiguity would be unacceptable 1n a bistable umt and actuai
circuls are designed to avoid this condition. (See Fig. 13.24b.)

A TRANSISTOR FLIP-FLOP

The operation of an elecironic flip-flop 15 based on the swiiching properties of a
tranststor, With no input to the swiich in Fig. 13.22a, the voitage divider R4-Rp
reverse biases the base—emutter junction and the transisior 18 i cutoff or the
switch 15 OPEN; because IR = {, a positive voltage appears at the output
termunai. If a positive signal is applied to the wnpui, Vp rises, the base-emtter
Junciton 15 forward biased, the switch is CLOSED, and the output voitage drops to
zero (nearly).

P o
Qutpui

Output

{a) Tranzmator switeh {) Elementary flip-flop
Figure 13.22 A rransistor RS flip-flop.
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An input signal applied to point P, making the + terminal of R4 more pos
iive, could aiso forward bias the base—emitter junciion and drop the output vol
age t0 zero. In other words, a 1 input at either of two termunais produces 2 0 at the;
output. This switch is a lorm of NOR gate; a flip-flop can be created from two sucly
switches,

To follow the operation of the flip-flop (Fig. 13.22%), assume that T i
conducting {CLOSED) and T-1s cut off (QPEN). With T cenductng, the potenti
of pownt Py is nearly zero.and, 11 combination with the negative veltage applied tg
Ry, this ensures that T» is cut off, With T» cut off, the potential of point P, is targe:
and posiiive, and this supplies the bias current through R, that ensures that T, j
conduciing and Vp, 1s tow. Ln logic terms, G = 0; this is a stable state that we ma;
designate as the 0 state of this binary memory clemeni.

A positive pulse applied to RESET terminal R thai would raise Vg has no
effect simee T) is aircady conducting. However, & positive pulse at SET terminal
causes Ts to begin conducitng, the poteniial of P> drops, the forward bias on T
reduced, the potential of Py nises, the forward bias on T» increases, the potential of
P> drops further, T goes 1nto saiuraizor, and T, 1s cui off. The ouipui voltage is’
high, @ = 1, and this indicates another stable siate that we mav designate as the'f
state, If a flip-flop 1n the 1 state receives a positive pulse at R, iransition proceeds
1n the eppostte direction (since the device 15 svmmniciric) and the device 18 RESET
o the 0 state. In a weli-designed flip-flop, these changes 1n state take piace mn a°
few nanoseconds, and we sec that this sumple device satisfies all the requirements
of a binary siorage element,

Exercise 13-5

For the transistors of Fig, 13.22, Vegpay = 0.3 ¥ and Ve = 5 V., Draw up a table showmn

the voltages at By and Ps for the followmng conditions: {a) T, initiallv conducting, (b):a}
negative pulse applicd to S, {c) a positive pulse applied to S, (d} a negative puise applied t
R, (&) a positive pulse applied to R.

Answers: {a) 0.3, 5; (b} 0.3, 5; (c} 5, 0.3; (d} 5, 0.3; () 0.3, 5.

TIMING WAVEFORMS

Inthe RS flip-flop of Fig. 13.21, a 1 input at the S input will SET the output Gt to1
To RESET the fiip-flop, a 1 is applied to mput R. The duration of the mput sign
(as long as it exceeds a certain minimum Ome) and the tme at which zn mput!
signai is applied arc not significani. Such a flip-flop respends to asynchrenod
mputs. ’ ;

A more sophisticated flip-flop incorporating two AND gates 15 shown m Fi
13.23. Here an input 1s effecitve only when engbled by 2 1input at terminal E. In
digital svstem composed of many elements, ii is usualiv necessarv for the output
of all clements to be svnchronized. The synchronizing signai may come from’
ciock, and the enabling terminal is frequently designated CLOCK (CK). In
clocked sysiem, transitions cannot run wild through a circust; instead, changé
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ENABLE —I [_l rl r—l r?—:—
ser! (M -
a1

[

(k) Timing waveforms

CLEAR
{a) Block diagram
Figure 13.23 A mere sophistcated RS flip-flop.

occur 1n an orderly, one-step-at-a-ime fashion, in addition io the SYRCArGNous
nputs B and 8, there may be asynchronous inpuis to clear or preset the flip-flop.

The operation of a clocked RS flip-flop 1s illustrated by the typical wave-
torms of Fig. 13.23b. Initially, output Q = 0. If a 1 appears at SET, when
ENABLE goes to 1 the flip-flop 15 set with Q = 1. At the next clock pulse, the
presence of a 1 at RESET forces the output to 0. At any ume, & 1 at PRESET
{orces the output to 1; a 1 input at the CLEAR terminai overrides other mpuls and
forces Q to 0.

THE DATA LATCH

The funchonal svmool for a simple RS flip-flop (without PRESET and CLEAR) is
shown i Fig, 13.24a. One way to avoid the ambiguous state where R=1and$s =
1 simuitaneously 1s the circuit medification shown in Fig. 13.24b. By connecting
an mverter between the R and S termmals and using only one inpui signal, the
ambiguity 15 avoided and the number of terminats 1s reduced (an advantage i1 1C
packages). When the ENABLE line 15 HIGH, the output Q follows the input D. In
other words, when this fliplep 15 enabled, the mput data 1s transferred to the
output line. After the ENABLE line goes LOW, no change 1n Q is possible, and the
output 15 “latched’ at the previous data vaiue. This date tatch is widely used as
an element 1n digital svstems; for example, a sel of eight such lalches could
“remember’’ the eight digits represenimg a number,er an mstruction. (See Exam-

ple 5 on p. 416.)

{2} RS flip-flop {b) Modified RS fip-flep {c) Data latch
Figure 13.24 Deriving a data latch from an RS flip-flop.
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the value of P is transferred to ouiput @. On
ndicates an eage-trggered device.

he mnstant that the ClOCK gaes HIGH,
ments. Furthermore,
13.26¢ will not affect

i
'

the leading edge of t‘he clock pulse,
the logic symbol, the small triangle 1
Because the ouiput can ¢hange only at tl

the output can be synchromzed with the outputs of other eie;
a sudden §purious change in D symilar to that snown m Fig.
the output. For proper operation of a practical device, the data mput must be
stabje for a few panoseconds before the device 1s clocked (the ser-up time), and it

must remain stable for a few nanoseconds after the clocking 1s itiated (the hold

fime).

Example 5

The enable and data inpuls
B puls 0 a datd latch tn the da
Lo I ta lat ¥
tl;: ;I:::vn Below. Predict the wavelorm or cnabled (E =El -f)h,w;ezugt:oo f-‘jll%ws taput D Whene
" cnabled . es to 0, th
fatched in the previcus condition. » fhe oupt r§
In Fig. 13.25. when E firsi goes HIGH, D =

fore, @ follows D and becomes i. As long as E is HIG

follows anv changes 1n D, When E goes LOW, Q

E
o I_lh;l_—l r“l ['_l ‘ E‘_ and remains 0, The cutput waveform 1s as shown:
1] ] l

P

Q

THE JK FLIP-FLOP

A widely used memory clement 1§ the J
common 1C form, the output changes 8§

pulse. The small circle on the symbol identific
flip-flop. The operation of this logic element 13 imoroved by empleymg a master

fip-flop that 15 enabled cn the upward transition of the clock puse while the stave
flip-flop 1s mactive. Then the siave 15 enabled on the downward transition and
follows its master; that 1s, 1t takes on the state of the immobilized master.

K flip-flop shawn in Fig. 13.27. In tts most
tate on downward {ransitions of the clock
s this as a trailing-edge-triggered

Figure 13.23 Typical data Jatch wavetorms.

THE D FLIP-FLOP

10 disi e )
n ;l:ftl;ﬁsy;éle:n;; it is someitmes de_s:rablc—: to delay the iransfer of data from 1
to cutput .11cw statintﬁle! Wwe may w;sh to maintain a present state at’ Q whi .
e D (o i & :af; W.lil be transfer_red to the output at the appropriate fime
e b o dley) i ot shown 1o 13201 s sfnement of th gt b
pneor R . alta latch is eriabled whe i
HigG P;lgigegnll.corﬁa %ut gle followang RS flin-flop 15 enabled when gLnOtg:(Cg;s
N e e brl ni,t. | fglliws D whenever CK is LOW, but any change in ¢l y
e or : on Q = Qq 15 delaved until the next upward transition of
an edge-triggered flip-flop; Q, follows D while CK is LOW, then, on

(a} Symbol (&) Truth table

{c} Block diagram

Figure 13.27 The JK master-slave flip-fop.

In addition to avoiding the ambiguity reterred to previousty, this versatile
device provides three different modes of response. Because of the feedback con-

nections from output to nput, the output of a JK fiip-flop depends on the states of
the mpuis and the outputs at the mstant the clock goes LOW. As indicated in the
truth table, with © inputs at T and K, the ctock has no ffect, and the flip-flop
remains i its present state Q. With uneaqual inputs, the unit benaves like an RS
fiip-flop. For d =1 and K = 0, the ciock SETS the flip-flop to @ = 13 forK =1
and d = 0, the ciock RESETS the flip-flop to @ = ©. (In other words, with J#= K,
@ = J or G follows J.) With 1 inputs at bothJ and K., the flip-lop toggies; that 18,
the output changes each tme e clock goes LOW. The aperation of the JK flip-
flop is revealed bv a complete truth table constructed-for the sight possible combi-

nations of J, K, and Qq. (See Problem 13-34.)

{a) Symbol
i . (b Block diagram
Figure 13.26 The B flip-flop. fod Typrcal wavetorms

+ “Flip-flop” is o
) general term i
mltigate IC devices. applicd to the basic two-transistor clement and to sophisticated
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Exercise }14-2 mple 5

Jsing the postulates, the truth tables are

() Perform 38 — 24 and 24 — 38 by using signed 2's compiement notation. - onstrae the theorems

b} Express decimal 541 as a binarv-coded digit i the 8421 code. - -
{b} Bxp aded digi 8 S R=1 i A1=A A R 1 A+R A i A1
Answer: (b) 0101 0100 0Q01. ;
nstructing truth tables. 0 % t 1 0 \ i}
1 0 1 1 1

Tabie 144 Boolean Theovems 1n More Than One Variable

DeMorgan s theorems:
AtB=A'B

B=A+

Association rules;
A+(B+O=(A+B+C
A-(B'C)=(A'B):C

Commutation rules:
A+B=B+A
A-B=8B-A

We see thal binary arithmetic and decimal arithmetic are smilar in many respegt
In working with logic relations m digital form, we need a set of ruies for svmboi
manipulation thai will enable us 1o simplifv complex expressions and solve f
unknowns; mn other words, we need a “digital algebra.” Nearlvy 100 vears betor
the first digital computer, Geotge Boole, an English mathemaiician (1815-18
formulated a basic set of rules govermng the true—false statements of logi
Eightv-five vears later (1938), Claude Shannon (at that time a graduate student:
MIT) pomnied out the usefulness of Boclean aigebra in solving telephone swilc
ng problems and established the analvsis of such problems on a firm mathematical
basis. From our standpoint, Boolean aigebra 1s valuable n manipulating binary
variables m OR, AND, or NOT relations and in the analysis and dessgn of all typ
of digital systems. .

b
ml

Disiribution ruies:
AB+C) =(A-BI+ (AT
A+ (B:-C)={A+ Bl (A+C}

Absorption rules:
A+{pABI=A
A-(A+B)=A

Some of the more useful theorems in more than one variable are displaved in
Table 14-4. The commutation ruies wndicate that the order of the variables
performing OR and AND operations 1s urumportant, just as in ordinary aigebra.
The association rules indicate that the orger of the OR and AND operations 15
unimportant, just as in ordinary algeora. The sccond disiribution rule mdicates
that variables or combinahons of variables mav be distribuied in multiplication
(not permutted in erdinary aigebra) as well as 1n addition. The absorption rules are
new and permit the elimiration of redundant terms.

BOOLE'S THEOREMS

The basic postulates are displayed in Tables 14-2 and 14-3. At first glance, some of
the relations o the tables are startling. Properly read and interpreted, however
thear validity 15 oovious. For example, *1 OR 17 (1 «+ 1) is just equevalent to'l;
and 0 AND 17 (0 - 1) is effectively 0. In other words, for an OR gate with inpul
of 1 at both terminals, the output is 1, and for an AND gaie with inpuis of 0 and:
ihe ouiput 15 ¢. :

ipie 6

Tacloring by the second distribunion rule,

A+(A'B]:(A-t—A)'(A+B)=A-(A+B)

e the absorption rule

A+(A-B)=A

we see that the two absorption forms are equivaleni.

; olher basic theorens.
Substituting A - 1 for A« A (Table 14-3),

Table 14-2 Boolean
Postulates in 0 and 1

Table i4-3 Boolean Theorems:
in One Variable ;

AA+B=A-1+A-B=A-{1+B)=A1=A

OR AND NOT OoR
—— e
0+0=0 0:0=0 0=1 AL0=A AO=0 A The truth table 15 shown: at the lefi.
0+1=1 0:1=0 i=40 A+1=1 A-i=A
i+9=1 1-0=0 A+A=A A-A=A
i+i=i ii=1 A+A=1 A-A=0

DEMORGAN'S THEOREMS

Augustus DeMorgan, a contemporary of George Boole, contributed two mteresi-
ing and very useful theorems. These concepis are easily interpreted in terms of
logie carciuts, The first savs that a NOR gaie (A + B)isequivatent to an AND gate
with NOT cireults 1 the mputs {A - B). The second says that a NAND gate (A - B}

1n general, the tnputs and outputs of logie circuts arc vanables; that 15, 1
signal may be present or absent (the statement 1s irue or false) corresponding 0
the binary numbers 1 and 0. The validity of the theorems m Table 14-3 may b
reasoned out m terms of the corresponding logic cireutt or demonsirated in a tr
table showing all possible combinaiions of the input variables.
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15 equivaient to an OR gate with NOT circwits i the mpuis (A + B). As generg
wzed by Shannon, DeMorgan's theorems say: :

To obiawn the wwerse of any Boofean funcion, wmveri all vartables and
replace alt ORs by ANDs and lf ANDs &v ORs.

i4-4 LOGIC CIRCUIT SYTHESIS 439

fanction realized at each output. The resulting expression can be sumplified or
written in an alternative form using Boolean algebra. A truth table can then be
constructed.

Application of this rule 15 illustrated in Exampie 7

Use DeMorgan s theorems to derive a com-
binauen of NAND gates cquivaient to a
two-nput OR gaic.

Figure 14.1 OR gaic trom NAND gates.

The desired function 15 § = A + B. Applying the gener:
form of DeMorgan's theorems, .

i=A+B=AB

suggesting 2 NAND gatc with NOT impuis, ;
Because A- A = A, a NAND gate with the mputs tic

together performs the NOT operation. The 1ogic circuit -

shown in Fig. 14.1.

The suboutpuis are noted on the diagram. The overall fune-
tion can be simplified as follows:
A+B

i=AB +

= (A +B)+ AB  (DeMorgan's rule)
=A+B1+A) (Distribution)
A+H =A+EB 1+a=1
14.2 Logic circuit analysis. .

3 ¢ v = A (DeMorgan s rule)
onsiruct the tuth lable 1o demonstrate A B } AB | A+B ‘ t
at-this cireuit could be repiaced by a sm- T o 1 P) ;

2 NAND gate, ¢ 1 1 9 1
1 0 1 1 1
11 0 o 0

Exercise 14-3

Usc truth tables io prove Doole’s theorem A + (B-C) = (A + B} {A + C} an 4

.DcMorgan’s theorem A + B = A-B.

LOGIC CIRCUIT ANALYSIS

By comparing Example 7 with Example i in Chapicer 13, we see that the theorems
of Booican aigebra permit us to mampulate logic statements or functions directly,’
without setting up the truth tables. Furthermore, the use of Boolean aigebra ca
lead to simpler logic statements that are easier io tmplement. This result 1s 1mpot:
tant when 1i Is necessary w© design a circutt to perform a specified logic functio
using the available gates—onv NAND gates, for example. DeMorgan’s theorem
are particularly helpful in finding NAND opcrations that are equivaient to othel
operations.

Up o this point we have been careful to retan the specific AND signm A~
to focus attention on the fogic mterpretation, Henceforth, we shall use the simple!
equivalent forms AB and A{B) whenever convenient. Also note that hencefort
we shall foilow convention and reiv on the distinctive shapes of the logic symbol
to identify their functions.

The anatysts of a logic cireutt consisis 1 writing a logic statement expressing,
the overall operation performed in the circuit. This can be done m a straighttor
ward manner, v siartmg at the mput and tracing through the crrewt, noting

GIC CIRCUIT SYNTHESIS

One of the fascinating aspects of digital electromcs 1s the construction of circuts
that ¢an perform sumple mental precesses ai superhuman speeds. A typical digital
computer can perform thousands of additions of 10-place numbpers per second.
The logic designer starts with a logic statement or truth table, converts the jogic
fupciion inio a convenient form, and then realizes the desired function by means
of standard or special logic elements.

TIIE HALT-ADDER i

As an illustration, consider the process of addition. In adding two binary digits,
the possible sums are as shown m Fig. 14.3a. Note that when A = 1and B = 1,
the surz i the first column 1s 0 and there s a carry of 1 t0 the next higher column.
As mdicated in the truth table, the half-adder must perform as follows: “Sis 1if A
sO0ANDBis1, ORifAis1 AND B js 0; Cis T if A AND B are 1.” In logic
nomenclature, this becomes

8§=AB+AB and C =AB (14-2)

(A full-adder is capable of accepting the carry from the adjacent column.)
To synthesize a half-adder circuii, start with the outpuis and work backward.
Equation 14-2 indicates that the sum 8 is the ouipui of an OR gate; the inpuis are
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() Addition {b} Truth table

{z) Half-adder curcmi

Figure !4.3 Addition ot two binary numbers.

obtained from AND gates; mversion of A and B is necessary, Equation 14-2 al
‘mdicates that the carry C is simply the output of an AND gaie. The correspondin;
logic circut 15 shown i Fig. 14.3c,

There may be several different Boolean expressions for anv given logic
statement, and some will lead to belter circuii realizations than others. Algeor:
manpulation of Eq. 14-2a vields

AB + AB = (A + B)A + B)
AA +7AB + AB + BB

(DeMorgan's theorems)

(Multiplication}

= AB + AB {AA = 0 and BB = 0)
= [A+ B)}A + B (DeMorgan's theotems)
= (A + B)AB (DeMorgan's thecrems)

Looking again al the truth table (Fig. 14.3b), we sec that another inierpre
tion 18: ‘S is 1 if (A OR B) is 1 AND (A AND B) is NOT 1.” Therefore bif
addition can be expressed as

S = (A + B)AB and C =AB (14

The svnthesis of this circuit, werking backward from the outpul, 1s shown m Fis
14.4. This circuit is better than that of Fig. 14.3¢ in that fewer logic elements aré
used and the longest path frem mput to cutpul passes through fewer teveis. T
ability to opumize logic statements 18 an essential skill for the logic designer.

Figure 14.4 Another half-adder circuii.
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THE EXCLUSIVE-OR GATE

The function (A + B)AB in Ea. 14-3 15 calied the Exclusive—~OR operation,
As indicated by the truth table, ii can be expressed as: “*A OR B but NOT
{A AND B}, *he alternative form (Bq. 14-28) AB + AB is called an "inequality
comparaior” because it provides an output of 1if A and B are not equal.

ow that the inverse of the mequality com- Algebraic mampulation of the nverse funciion by using
rator-1s an “equality comparator’ and DelMorgan's theorem and Boole's iheorem that A-A =10

BSIZE A suitable cirewt. vields
AB + AB = (A + B}A + Bl = AB + AB (14-4)

__ This is an equality comparaiorn that the outputis 1 if A and
AB " Barc cqual, This function 1s highly useful in digital computer
operation. Straightiorward synthesis results in the circuit of
Fig. 14.5.

14.5 An equality comparator.

The Exclusive—OR gate is used so frequently that 1t is represented by the
special symbol @ defined by

AXORB = ADB = (A + BJAB (34-5)
One realization of the Exclusive—OR gate 15 shown m Fig. 14.6b. Assu_mmg that
this gate 15 available as a logic element, the half-adder takes on the simple tprrn of
Fig. 14.6¢. As a further simplificauion, we can treat the half-adder as a discrete
logic element and represent it by a rectangnlar block Iabeled HA.

{a) Symbol and tuth table (b} XOR circurt (e Use 1a half-adder

Figure 14.6 An Exclusive-OR circuit and its application.
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THE FULL-ADDER

in adding two binary digits or bits, the half-adder performs the most elementary
part of what mayv be highly sophisticated computation. Te perform a compie
addition, we nced a full-adder capable of handling the carrv input as well. The!
addition process 1s illustrated in Fig. 14.7a, wiere © is the carry from the prece
g columm. Each carry of 1 must be added to the two digits in the next column,'so
we need a togic circuit capable of combining three inputs. This operation can bg
realized using iwo haif-adders and an OR gate. The values shown 1a Fig. 147
correspond to the third column of the addition. The operaiion of the full-adder can
be seen more clearly by construction of a truth table. (See Review Question 13

G tlio
A QIQN
_B otllo
Sum 1001
Carty O1110

(a) Addition process

Figure 14.7 Design of a full-adder.

To perform the addition of **4-bit words,* that is, numbers consisting of fo
binary digits, we need a half-adder for the first column and a full-adder for each
additional column. Iri the parallel binary adder, the input to the nalf-adder con:
sists of digiis As and By from the first-coiumn. The mput to the next unit, a full:
adder, consisis of carry €, from the first unil and digits A; and B, from the secon
column. The.sum of the iwo numbers 1s represenied by €48,8;5.5,. In subtra
tion, NOT gates provide the complement of the subtranend (sce Exampi .
p. 435) and the process 1s reduced to addition.

A DESIGN PROCEDURE

A common problem n logic circuit design 15 to create a combination of gates 10
regiize a deswred function. The basic approach 1s to proceed from a statement of
the function to a truth table and then to a Boolean expression of the function. The
expenenced logic designer then mampulates the Boolean expression nto the s
plest form. The realization of the finai expression in ierms of AND, OR, and NO

gates 15 straightforward,

For increased reliabilitv on a spacecraft, triple sensing svstems are used; 19
action 1s taken unless at least two of the three svstems call for action. The truth
table of the required vote taker 1s shown 1n Fig. 14.8a. Becausc the function:
YES(1) only when a majority of the mputs are YES, the Boclean expression must
contain a product term for each row of the truth table m which the function 18
Because the function 1s YES for anv one or more of these rows, the Boolea?

CXpression 18

i = ABC + ABC + ABC + ABC

() Cirouit realization

(146

—_——o0—~—Doo0om

{e) Truth teble

Figure 14.8 Design ot a vote taker.

(b} Cireut realization

14-5 MIMNIMIZATION BY MAPPING

Assumung that the complement of each variable 1s available, as 15 true 1 mosi

443

(¢} After Boolean srmplification

computers, the straightforward realization 15 a combination of four AND gates

teeding an OR gaie. {See Fig. 14.8b.)
If the complements were not available,

eight logic eiements would be re-

gured and simplification of the eircult would be desirable. Firsi, the Boolean
funciien of Bquation 14-6 can be expanded into

f = ABC + ABC + ABC + ABC + ABC
pecause ABC + ABC = ABC. Factoring by the distribution rule vields

i = AB(C + C) + C(AB + AB + AB)

Because G + C = 1 and AB + AB + AB = A + B, the function becomes

Exercise 14-4

f=AB + C(A + B)

This function requires onty four logic elements (Fig. 14.8¢).

Given the logic function | =

1nto a **NANDed product of NANDs,

AB + AB, apply DeMorgan's theorem t0 convert tunction §

assuming complements are available.

Answer; i = AB-

=

** and design a circuit consisting of NAND gaies only,

MINIMIZATION BY MAPRING

In ¢creating a inglc circuit to realize a desired funcuion, the designer seexs the
‘ ;
optimum form.! The criterion may be maximum speed (fewest logic ievels) or

minimum cost (fewest gaie leads because the number of lead

5 determines the cost
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of manutaciure and the cost of assembly) or mummum design time (i only a few!
crrcuits are required). We have seen how Boolean algetra can be used fo deriy,
simpler logic expressions, I the iruth table 15 available or if the logic function’
expressed as a “sum of products,”” the designer can go directly to the minim:
expression by the mapping icchnique suggested by Maunce Karnaugh. '

From the truth table of Fig. 14.8a, is are placed in the
squares corresponding to rows in the truth table fer which
the tuncuon 1§ i, Tepresenting

f = RBC + ABC + ABC -+ ABC

ap the voic-taker tunction and sumplify
“ihe-circuit realization, if possible.

All the 1s can be meluded in three overiapping 2-square
' groups; .-, the complete function can be representsd by

KARNAUGH MAPS

f=AB + AC + BC

i
! The map of the general logic tunction of three variables 15 shown m Fig, 14.9
i Each square 1 the map corresponds 10 one of the eight possible combinaions
i‘ the three variables. The order of the columns 15 such thai combinanons e adj
'} cent squares differ ontv in the value of one varable. Therefore, 2-square groups

There 1s no sumpler expression for this tunction.

By using DeMorgan's theorem, any “sum of prod-
uets’” can be converied to a ““NANDed product of NANDs.™

Here

are mdependent of one variable; that 15, ij = ABC + ABC = AB and f,
it ~ ABG + ABC = AC. These relatons arc easv to derive using Boolean algebra,
thev are gbwous by mspection of the Karnaugh map.

The concept can be extended to groupings of four adjacent squares as shoy
. Fig. 14.9b, where the labets are omitted from the squares. The 4-square ciusier
‘ outlined in color 15 sndependent of both B and € and the 4-square 1n-line grou
|

{ = AB- AC-BC

which can be synthesized using NAND gates only. Nul.:f. that
n the creuit realizaten of Fig. 14.10b, the number of gate
Jeads has been recuced to 9 input + 4 output = 13 from the
21 in Fig. 14.8b, This vote taker could be realized ina single
831 chip.

mdependent of both A and B; thai 1s, i = ABC + ABC + ABC + ABC =
Enlargng groups by overlappimg sumplifies the terms. Nete that the map 15 **con
fnuous’’ in that the last column on the right 15 ““adjacent’ to the firsi column o

the left. The 4-square group n Fig. 14.9¢ 15 st equal to B.

AB

@: AR Em a8 AB AB AB AB AR €N 00 01 1l
]

i G|{ABE|| ARG | ABC ‘ ABG 0

| b 5 J

i c||ABc|: ABC [Eﬁa c[ G 1

{2) 2-square terms (b) 4-square terms {¢) Another d-square term.

Figure 14.9 Mapping a three-variable logic tunction.

The standard labeling scheme for Karnaugh maps (Fig. 14.9¢) is conventent
for mapping from a truth table. Each square n the map corresponds to a row 11 @
i iruth table. A specific 1ogic funciion is mapped by placiog a 1 in each square for
which the function 1s 1. When this has been done, possible simplifications arg,
easily recogruzed. This approach 1s illusirated in Example 10.

@ - i o

Figure 14.11 Examples of grouping o1 tour-variable maps.

There are detaiied Tuiest for finding the miummat eXpression irom a Kar-

MAPPING IN FOUR VARIABLES naugh map, but some general puidelines will suffice for our purposes:

i The Karpaugh techmgque 1s even more valuable n simplifving functions m fo
1 variables. (For more than tour variables, other technigues are usually mere €9
i ventent.) As indicated in Fig. 14.11, 2-square groups are mdependent of Ong
variable, 4-square groups arc independent of two variables, and 8-square groy)
are (ndependent of three variabies, Note that the siandard labeling scheme pr
vides thai adiaceni rows differ by only one compiement bar zand the bottom row:
adjacent to the top row. The tour corner squares form a combinalion that is 8 little
difficuit to visualize,

ncide all 1s wn groups of eight, four, two, ar one.
Groups may overlap; farger Qroups resu!; in S{mpler ferms.
OF the possible combination of terms. select the simplesi.

The techmaue 15 illusirated in Example 11 on p. 446,

+ See the reterences at the end of the chapter.
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Example 11!

Map the tunction

i=AB(C T+ B)

and obtain a minimal sum-ot-producls ex-

Pression.

AB
€D | 98

As an alternative to forming the truth table, let Us.map :th'
o . . funcuon by considening the terms individoally, Th
+ A et A
ACD + ABCD + ABCD the function will be the ‘‘sum’” of the maps of the 1ndivi§ua
terms. o
AB limits the first term to the 98, 01, and 10 colum
and (C + D) corresponds to the first row, implying 1s in
first, second, and fourth squares of the first row as show|
Fig. 14.12.

ol I i0

The ACB term 15 independent of B, mplying

a |1 L] CD | 1)

2-square group 1 the lower left-hand corner.

ol

The four-variable terms tmply 1s in the 1100 and 100,
1 squares.
All the 15 can be ncinded in the two 4-square and ou

2-square groups encircled. Theretore, -

{=AD + CD + ABC

Figure 14.12 Fo

A

simpler terms.

! Qther expressions are possible, but none will include fewer
il

ur-variable simplification.

14-6
REGISTERS

Two fadditional comménis should be made. In some circwnts, certam combi
nations of inputs never occur; such dor't care combinafions may be mapped as X;
and considered as either @s or 15, whichever provides the greatest sunplification

. In other circuis, the simpiest realization results from implementing f as a sum o
products and then inverting tc obtain .

Lxercise 14-5

Map the function f = ABCD + ABC + ABC + BCD and find the minimal sum-
products form.

Answer: = AC + CD.

The eq:phams 1n this section 15 on syathesizing iogic circuits from ophimu
arrangements of basic gates. This 15 the proper approach in designing comple

cireuiis for mass producion or in designing custom cireuds requiring only a feW!,

gates. As we shall see, other approaches using standard IC packages are bette
where the cost of design ume 15 an important factor, :

In addition to the logic circwiis thai process data, digital svstems must include;

Tcmorv devices to store data and resuits. We know that a flip-flop can store ©
e ) - -
remempet’’ one digit of a binarv number, one bit. A regisier 15 an artay of flip
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]
£
flops that can lé:rnporari‘lv store data or mnformaiton m digital form. For example,
the 16-bit registers 1 a microprocessor, composed of sixteen flip-flops in parallel,
can handie 2-bvte mstrucilons or 16-digit numbers. A great varieiv of registers is

available 1 IC form.

SHIFT REGISTERS

The sophistication of the response of the TK flip-fiop makes it useful in computer
applications. The serial shift regster of Fig. 13.13 consists of four irailing-edge-
triggered YK flip-flops connected 50 that J £ K. (Sce Fig. 13.27.) At the trailing
edge of cach clock pulse, Q follows Jin each flip-fop of the 4-bit register, The data
are entered serially, that 15, one bit at a ime, and shifted right through the register

at each clock pulse.

Figure 14.13 Entenng 0110 into a 4-bit senal shift register.

|
Table 14i5 shows how 0110 would be placed in the register. We begin with
the teast significant bit. Witha 0 at IN = Ju and K # J, at the trailing cuge of the
first clock pulse (CP1), Q, follows Jy and.the LSB is transferred to the output of
flip-lop A. During the next clock cvels, Jgz = Q4 = 0 and thc second bit, 2 1,18
applied to IN = J,. At CP2, the 0 is transferred to Qp (.¢., shifted one position to
the right) and the 1 is transterred to Q.. After four clock puises, the 4-bit number
is stored in the register and 0110 is available at parallel outpuis ABGD. One
appiication of such a register s as a serial-to-paralicl converier, changing serjal
data to parallei form for processing all bits simultanecusty. There 15 a singic taput
line, but four Jines are required for the parallel data output.
1

Table 14-5 Serial Shift Register

CP N Q Qp G Op

1 Q=30

2 ——1_0

T i *1 0
1 oS TR e

/]
/

Ny

The shift register of Fig, 14.14 consisis of D flip-flops with CLEAR and
PRESET capabilities, It 15 similar to MSI TTL unsis available commerciallv. The
symbols indicate that the flip-flops are cleared 10 0 if CL.R goes LOW while PR is
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B A regster is an arrav of flip-flops that can store binary numbers.

" In general, data may be entered and extracted in serial or paralle! form.
Practical IC regisiers may provide CLEAR, PRESET, and ENABLE capa
bilitv. .

An array of flip-flops may be connected to function as a digital counter.
Synchronous counters are faster but more expensive than ripple counters
Practical IC counters provide versatile operanon at low Cost.

®  1n read-and-write memory (RAM), the computer can store data at anv locatio;
and retneve 3t at any subsequent time; & lines can address 2* words. :
RAM umis consist of 2 matrx of memory cells and an address decoder,
MOS devices offer high density at iow power; bipolar devices are fasier,

1n read-only memaory (ROM}, data are permanently stored as cell states,
ROMSs can act as addressable memory, or code converter, or decision logic
PROMs are feld-programmable ROMS; EPROMs are erasable PROMs.

® In a bus-organized svstem, a multiplexer selects a source and puts 1ts data o
the bus; a demultiplexer iransfers the data to a seiecied desunation.

A digital compuier 1s a complex array of logic and memory elemenis organtze
- o perform binarv calculations at high speed.
Cemputers include mput, memory, control, processing, and output sections

TERMS AND CONCEPTS

crete data by performing binary arithmelic and
logic processes. .

adder Logic circuil that outpuis the sum of two
hinary digits.

binary Two-valued; using the base-2 numbering EPRGM Erasable programmable read-only mem:
system. ofy that can be programmed and erased f

bit Binary digit; a one or a zero. peatedly.

Karnaugh map  Graphic display of a logic tuncti0

Bavloan algebra  Set of algebraic rules for describ- : " .
that ieads direclly to the minimal expression, .-

tng and manipuiating binarv variables.
memory  Orgamzed array of addressable el
‘ ) mants, cach capable of storing onc bit of inform:
Irvie  An 8-bit scquence of binary digits. iwon.

hus Common path for information transfer.

computer Machine designed to accept data, per- program  Complete set of instruciions to & cofit;
term operatons according to insiruciions, and puter,

present the results,
) PRCM Recad-only memory that can be pr
counter Sequential circunt that keeps count of in- grammed irreversibly after manufacture.

put pulses,
RAM Read-and-writc memory Into which dai2
DeMorgan's theorems  Sei of algebraie rules use- can be wrriter and from which data car be read-

tul in simplifying logic circuits,
P g logic circuits ROM Read-only memorv containing fixed daid

digitul compnter Computer that operaies on dis- that can be read bul not changed.
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. Why 15 the binary sysiem useful in electromc
data processing?
“How can decimai numbers be converted to bi-
nary? Binary to decimal? To octal?

Expiain **2's complement’”” notation. What are
its agvantages?
. What 15 a “binary-coded decimal’’? What 1s
decimal 476 as a BCD In the 8421 code?
What 15 Boolean algebra and why 1s 1t useful in
- digital compuiers?

Which of the Boolean theorems :n D and 1 con-
tradici ordinarv algebra?
xplain the association and distribution rules
for Boolean algebra.
State DeMorgan's theorems in words. When
“are they useful?
. How can a logic circuit be analyzed to obtain a
-fogic statement?
0. How can a logic statement be svnthesized to
“create o logic circuit?
1. What function 15 performed by a half-udder?
An Exelusive—OR gate?

12, Explain how binary numbers are added in a
parallel adder.

13, Explzin how we can design a NAND cireuit
from & truth fable.

14, Explain the principle behind the rumbcring ot
columns in 2 Karnaugh map.

15, How can 2 shift regisier serve as a serial-to-
paraliel ¢converter?

16. What 1s meant by a “‘bus-orgamzed’* system?

17. Explain the opcratien of a binary npple
counter.

8. Distinguish between RAM and ROM and
PROM.

19. How manv address lines are required to ad-
dress 4 {-kilobyte memorv?

20, Explain the WRITE operation in a MOS RAM.

21, Explain the READ operation :n a bipolar ROM.

22. Differentiate between a multiplexer and a de-
coder.

14-1. {a) Write n binary the following decimais:
4, 12, 23, 3%
(b) Write in decimal the following binaries:
i 00011, 00101, G010, 10101,
P142, () Write in binary the following decimals:
10, 14, 21, 35, 75.
(b} Write m decima! the foilowing binares:
001141, 01110, 11U1ﬁ‘ 101011,
i

{¢) Convert decimals (L875 and 0.65 1o
binanies.

P14-3. Given four numbers: {a) 1655 (B
110011018, (<) 316Q. and (d) D8, Convert
each to equivalent numbers wn three different
notations,

Pi4-d. Repeai  Problem 143 tor: (a) 85,
tb} 111001018, {c) 62Q. and {d) 6F).
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Pl4-5, Repeat Problem 143 for: () 103,
{b) 0101108, {¢) 207Q, and (d) A5 .
P14-6. (a} Convert the number 161Q to binary,
decimal, hex, and BCD.

(b) Canvert the number 5F ¢ i0 binary, dec-

unal, octal, and BCD.
P14-7. Converl the BCD 10010011 1o decimal, bi-
nary, and octal. .
P14-8. (a) Using signed 2's complement notation,
express as 8-bit words the decimal num-
bers 25, 121, —17, and —96.

(b) Show in binary notation the arithmelc
operations: 121 — 25, 25 + (~17), and
25 — 96.

(e) Write a brief explanation of how sub-
iraciion 15 accomplished using 2's com-
plement notation.

P14-9. {a} Using signed 2's complemeni notaton,
express as 8-bit words the decimai num-
bers 37, 92, =30, and —48.

(b) Show in binary notation the arithmeuic
operations: 92 — 37, 37 + (—30), and
37 — 48,

(&) Write a brief explanation of how sub-
traction is accomplished using 2°s com-
plement notation.

P14-10. Ln gencral, what 15 the 2's complement of
the 2's complement of binary number A?
Pi4-11. Usc iruth tables ta prove the following

Boolean theorems:

(@) A+ i

(bjA+B=B+ A

(c) BC + AC = (A + BIC

(d) A(BC) = (AB)C

P14-12. Use Boolean theerems to prove the [ol-

lowing identities:

@WA+AB=A+B

(b) ABC + ABC = AB

{c) (A + B)B = AB

(d) (A + B)& + C) = AC + AB

€ (A + CHA + D)B + CHB + D) =
AB + CD

P14-13. When writing cquations ter “*programmex!

arrav logic™ circuits, complicated expressions

must be broken down into simple *‘sums-oi-

prodocts’’ (like Eg. 14-6).

(a) Write the following expression as 4 sum-oi-
products, Show the Boolean theorems
used during each step of simplification.

{A-B-T)-(A-B-C)+ AHI-D

(b} Invert the result from part (a), and factni-'
mio & sum-of-products, showing (heorem

used.

P14-14. The function i = A + B is to be reali
using onlv NAND gates. Use DeMorgan's th
crems io express ¥ in terms of €+ D where
and D can be cxpressed in terms of A and B
Draw the neeessary logic circut and check.

constructing the truth table.

Pid-15. Anatvze the logie circut of Fig. P14.15 ap,
determine f int terms of A and B. Sim;
Boolean algebra and check vour result with

truth table.

A v—y

Figure P14.15

Pid-16. (a) Whai single gate 15 equvalent to th :
owrewi of Fig. P14.16a? Check vour al
swer using Boolean algebra. .

{b) Repeat part (2) for the circuit of Fi

P14.16b.

(c) What theorem 15 illustrated in parts {

and (b)?

Figure P14.16

P14-17. The 8212 1/O (input/output) port consists;
of 8 data latches with nomrverting three-staté.
butfers as shown i Fig. P14.17. When this poT!
(Device) is to be used (Selected) in the outpul’
Mode, the microprocessor places § bits of dala
on the DI lines and sends device sclect sigha.
DS =1 and conirol signais M =1 and $:
(Strobe} = 1. Assumung S = 1 ai all umes:

(@) Construet a truih 1able snowing M, B3,

CK, and E.

tb) Explain the operaison of this “guipul
taich™ when M = i.

i (c) Explain the opcraiion of this ‘‘gated

puffer’” when M = 0.

Enable

€ Data Qut 1
BO

O Data Qut 8

Figure P14.17

18. To provide a comparison of the most cor-

.'mon logic operatens, construct a table with
inputs A and B and outpurs AND, NAND, OR,

NOR, Exclusive—OR, and Equality Com-

parator.

P14-19. Synthesize logic cireuits to realize the fol-

lowing functions as writtesl (i.e., do not per-

torm Boolean simplification).

(a)A+B+A°B+A-|-B

0 (A"B+A-B)-A+B"

() (A + B) + AB-AB

@) A +8-AB + AB

14-20, Given the logic function

f=AB + AB + AB

(2) Assuung the complements are available,
simplify the funcion vsing DeMorgan's
tneorem and svnthesize 1t using the basic
gates.

(b} Assuming the complements arc not avail-
able, simplifv the function and synthesize it
trom five NAND gates.

Answer: (a) = AB + BA.

421, Using DeMorgan's theorem, convert the
vole-taker cxpressien (Eq. 14-6) to 2 NAND
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expression and svothesize il using NAND gates

onlty.
P14-22. Map the following functions and find the

minimat sum-of-products ferm:

() ABC + ABC + ABT

(b) AB + ABC +AB

) (A+C)B +C)

(d) ABC +BC + ABC ;
P14.23. Evaluate the combinauon of the tour cor- :

ner squares of a four-variable Karnaugh map. :
Pid-24, Map the following tunctions and find the

minimal sum-of-products torm:

(2) ABCD + ABC + BT

(o) AB + ABCD + ABC _

{c) A{C + D) + ABC + ABCD _

(d) ABCD + ABCD + BCD + BC

P14-25. Decimal numbers coded in binary are to
drive the display of Fig. P14.23, (Note: The
anodes of all LED segments are connected to
+5 % & segment Is Li{ when1is cathode 1s taken

LOW, that 15, togic 0.) You are to design a

“B{CD-to-seven segment’” code converier.

(a) Draw up a iruth table showing decunal
numbers, thewr binarv codes, and the state
ot ¢ach segmeni-

(b) How manv decoder mput and cutput fines
are required?

(c} Scgment 4 should be lit for certain mput
numbers. Write the logic expresswon for
segment @ w terms of input variables
DCBA (A is LSB),

(d) Simplify the logic expression and svathe-
size 1t using basic logic gates.

R
o

Figure P14.25

P14-26, The acray of delav fip-fiops mn Fig. P14.26
serves as a three-bit register.
(2) For LOAD LOW, what are the I values?
(b) For LOAD HIGH, what are thc D values?
(¢} Describe the operation of this register.
(d) For the input wavelorms snown, draw the
waveform of Q,, the first bit of output.




